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A B S T R A C T

The speech-based spectro-temporal modulation index (STMIT; Elhilali
et al., 2003) is analyzed to study the necessity of using spectro-temporal
modulation filters to predict intelligibility. The performance of the
STMIT is investigated by comparing predictions to data for three distor-
tions applied to noisy speech: reverberation, phase jitter, and spectral
subtraction.

The predictions exhibit decent agreement with the data in the noisy
reverberant condition, but the differences to similar experiments sug-
gest that different prediction-to-intelligibility mapping functions might
be required depending on the speech material. Data gathered for the
phase jitter condition with a high resolution of the distortion parame-
ter show that phase jitter affects intelligibility in a non-monotonic way.
The model accounts well for phase jitter and predicts all tendencies
in the data. The STMIT fails in the spectral subtraction condition, simi-
larly to the speech transmission index (STI), predicting an increase in
intelligibility with increased over-subtraction factor. The analysis of
the internal representation of the auditory process model shows that
all distortions affect both the spectral and the temporal modulation
domains.

It is showed that, in the framework of the STMIT, some degree of
spectral modulation selectivity is necessary, but temporal modulation
frequency selectivity is not. It is also demonstrated that the spacing
between modulation filters can be increased without affecting the
predictions. Finally, it is argued that spectro-temporal modulation
filters might not be crucial to predict intelligibility and that the STMIT

metrics is not suited to predict intelligibility for speech processed
by spectral subtraction, as well as for other distortions for which
modulation levels increase with the distortion parameter.
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1
I N T R O D U C T I O N

Humans are incredibly adept at understanding speech, even in the
most adverse conditions. Large amounts of research have been done
to identify the key aspects responsible for our performance, in order
to better understand the auditory system but to make more accurate
predictions. Early models of speech intelligibility, like the articulation
index (AI; ANSI-S3.5, 1969) or the speech intelligibility index (SII;
ANSI-S3.5, 1997), considered that the important features of speech
were found in the spectral domain. If these features were masked,
intelligibility would decrease. These models account well for static
distortions, like additive noise (French and Steinberg, 1947).

A later model, the speech transmission index (STI; IEC, 2003), con-
sidered that preservation of the temporal information was crucial.
The STI looks at the temporal modulation transfer function (MTF), i.e.
how much the modulation depth is kept intact after the distortion.
This model accounts well for static noises, as well as for reverbera-
tion (Houtgast et al., 1980; Steeneken and Houtgast, 1980; Houtgast
and Steeneken, 1985), but has trouble with nonlinear processing that
affects both the temporal and the spectral domain, like envelope com-
pression (Rhebergen et al., 2009), phase jitter (Elhilali et al., 2003), or
spectral subtraction (Ludvigsen et al., 1993; Dubbelboer and Houtgast,
2007). To extend the relevance of the speech transmission index (STI) to
nonlinear processing, Payton and Braida (1999) and Goldsworthy and
Greenberg (2004) have attempted to replace the wide-band noise probe
of the original STI by a speech probe signal, those alternative models
are called speech-based speech transmission index (sSTI) models.

A recent model, proposed by Jørgensen and Dau (2011), called the
speech-based envelope power spectrum model (sEPSM), considered the
signal-to-noise ratio (SNR) in the temporal modulation domain, rather
than the temporal MTF, as the relevant metric to predict intelligibility.
In addition to additive noise and reverberation, the model was shown
to predict the effect of spectral subtraction on intelligibility.

The spectro-temporal modulation index (STMI; Elhilali et al., 2003)
builds on ideas of the previous two model and regards the preservation
of the joint spectro-temporal modulations as the key factor. The STMI

builds on top of a cortical process model, by Chi et al. (1999), which
extracts the spectro-temporal modulation content from the auditory
spectrogram. The STMI has two variants, one based on wide-band
spectro-temporally modulated signals, the STMIR, analogous to the
traditional STI, and the other speech-based, the STMIT. Both versions
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2 introduction

have been shown to account for additive noise, reverberation, phase
jitter and phase shifts (Elhilali et al., 2003).

In this thesis, STMIT predictions for reverberation, phase jitter and
spectral subtraction will be studied. Modifications to the underlying
model of the STMI will be made in order to evaluate the necessity of
using a two-dimensional, rather than single-dimensional, modulation
filter bank. Observations will also be made on the importance of the
metric noise when predicting intelligibility.

Chapter 2 covers the concepts of modulation in speech and describes
the distortions used in this study. In Chapter 3, the STI, the STMI and
sEPSM are detailed. The experimental details and results are presented
in Chapters 4 and 5, respectively. In Chapter 6, an analysis of the
internal representation of the model, as well as of the impact of spectro-
temporal modulation selectivity on predictions, is done. Chapter 7
presents a discussion on the performance of the speech-based spectro-
temporal modulation index (STMIT) and the necessity of using spectral
and temporal modulation filters. Finally, Chapter 8 summarizes the
main findings of this study.



2
C H A R A C T E R I S T I C S O F S P E E C H

2.1 speech intelligibility

Speech intelligibility is defined as how well a message is understood
once it has passed through a communication channel. Most intelligibi-
lity tests express “how well” the speech is understood by the receiver
by scoring the recognition of some units of speech: phonemes, sylla-
bles, words or sentences. Reasons for choosing a scoring unit rather
than the other depend on the material, the aspect of speech under
testing, the test duration, etc.; scoring for phonemes provides more
data for a similar test length but might not reflect realistic situations
for speech communication.

The intelligibility results can be presented as function of a signal-
to-noise ratio (SNR) between the clean speech and a masker, or as a
function of the parameter of a given distortion. When plotted as a
function of the SNR, the intelligibility curves usually have a sigmoid
function shape. Such a curve, describing the relationship between
a parameter of a physical stimulus and a human response to that
stimulus, is called a psychometric function. Figure 2.1 shows two of
these functions: the left one tells us that the condition under test was
easier than for the right one, since for similar SNRs, the intelligibility
score (proportion, or percent, of correct answer) is higher. The point
where the psychometric function crosses the 50 % point is called
the speech reception threshold (SRT). One can compare two different
conditions by subtracting the SRT of a particular condition with the
reference SRT, giving a ∆SRT: a positive ∆SRT means the condition was
more difficult than the reference, a negative ∆SRT means the condition
was easier. The ∆SRT, however, does not give information on the slope
of the psychometric function.

2.2 modulations in speech

2.2.1 Temporal modulations

Modulations in speech are easily observed in a spectrogram. In Fig. 2.2,
temporal modulations are the variations in energy, in a given frequency
band, across time. Temporal modulations arise from the onsets/offsets
of speech as well as from the amplitude fluctuations between syllables,
words and sentences.

These temporal variations can be quantified by extracting the tem-
poral envelope of the speech, typically defined as the modulus of the

3
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Figure 2.1: Two psychometric functions with different slopes and SRTs. The
∆SRT is shown as the difference in SNRs yielding a proportion
correct of 0.5.

corresponding analytic signal (see Appendix A). Figure 2.3 shows
the temporal envelope of a clean and a noisy speech signal, notice
how the depth of modulations is reduced in the noisy signal. One can
apply the Fourier transform to the temporal envelope to obtain the
temporal modulation spectrum. It is also possible to apply a similar
process to filter ed audio-frequency bands. In speech, most of the
energy of this spectrum is concentrated in the modulations frequen-
cies between 0.25–10 Hz, with a peak between 3–4 Hz (Payton and
Braida, 1999). Temporal modulations are thus essential for speech
intelligibility (Houtgast et al., 1980; Drullman et al., 1994).

2.2.2 Spectral modulations

Spectral modulations represent the variations in energy across the
audio-frequency dimension (see Fig. 2.2). They could be called the
“envelope of the audio-frequency spectrum”. Low frequency spec-
tral modulations emerge mainly from formant peaks and dips; high
frequencies arise from the harmonics.

To compute the spectral modulation spectrum of a signal, three steps
are needed: first, the frequency spectrum of the signal is obtained,
second, the envelope of the frequency spectrum is extracted and third,
the spectrum of the envelope is computed using, for example, the
Fourier transform. It is also possible to apply a similar process to
the short-term frequency spectrum of a signal, making it possible to
see how the spectral modulation spectrum changes over time. The
spectral modulation spectrum of a signal is a function of scales, or
densities, expressed in cycles per octave (cyc/oct). Most of the spectral
modulation energy of speech is concentrated in the scales below
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Figure 2.2: Spectrogram of the sentence /come home right away/.

4 cyc/oct (Chi et al., 1999). Sensitivity to spectral modulation is highest
in the scales between 0.25 and 2 cyc/oct (Chi et al., 1999).

2.3 distortions affecting speech intelligibility

A number of processes can affect speech intelligibility, additive noise
and reverberation being two of the most common ones. These dis-
tortions can be linear, like the two just mentioned, or nonlinear, like
peak-clipping, center clipping, compression, or two of the distortions
studied in this thesis: phase jitter and spectral subtraction.

2.3.1 Phase jitter

Phase jitter is a common problem affecting regular telephone channels,
due to fluctuations in power supply voltages (Lee and Messerschmitt,
1994, p. 164). This distortion has, nowadays, less impact on daily com-
munications than it had a number of years ago, but it does provide
valuable information on the features of speech important for intelli-
gibility, because the effect of phase jitter is to completely destroy the
carrier of the signal but to keep the temporal envelope mostly intact.
It is expressed as:

r(t) = <
{
s(t)ejΘ(t)

}
= s(t) cos(Θ(t)), (2.1)

where s(t) is the clean signal, r(t) is the received signal and Θ(t) is the
phase jitter function, which is a random process uniformly distributed
over [0, 2απ](0 < α < 1).
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Figure 2.3: Temporal envelope of clean (top) and noisy speech (bottom).

effect of phase jitter on a signal The impact of phase jit-
ter on the frequency spectrum does not follow a monotonic function;
it becomes more severe with α going from 0 to 0.5, then has a local
minimum at α = 0.75 and is as severe at α = 1 as at α = 0.5. Values of
α = 0.5 and 1 let the random variable Θ(t) go between 0–π and 0–2π,
respectively. With these values of α, the signal becomes an amplitude
modulated white noise. Figure 2.4 shows this effect on the spectrum
of a 50 Hz sine wave distorted by phase jitter.

With other α values, the jitter has an asymmetrical effect on the
transmitted signal values; values below 0.25 do not produce a sign
change, whereas values above 0.25 do but with a weighting toward
negative or positive values. This behavior can be clearly seen in Fig. 2.5,
where the phase jitter is applied to a constant signal with an amplitude
of 1. Figure 2.6 illustrates this effect as well, but on the waveform of a
50 Hz sinusoidal signal.

Applying phase jitter on a more complex signal, like speech, shows
how it affects the temporal and spectral properties. Figure 2.7 shows
the spectrogram of a sentence distorted by phase jitter with values of
α going from 0 to 1. In the clean signal, most of the energy is concen-
trated at low frequencies. As α goes from 0 to 0.5, the energy content
at all frequencies becomes comparable while still being modulated in
the time domain as the clean signal (Figure 2.7 (center)). When the
signal is completely distorted in this way, the spectral modulations,
due to formant structure and harmonics in clean speech, are flattened
out. This can be observed in Fig. 2.8, showing the 1/3-octave long-term
average audio spectra of speech distorted by phase jitter. The spec-
trum becomes flatter as α increases from 0 to 0.5 where it becomes
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Figure 2.4: Spectra of a 50 Hz sine wave to which phase jitter has been
applied. The dashed line represents the level of the uncorrupted
sinusoid.

completely flat. The same thing happens at α = 1. There is a local
“maximum” of variation at α = 0.75, where the spectrum is less flat
than at 0.625 and 0.875, and very similar to the spectrum at α = 0.375.

Fig. 2.9 shows the effect of phase jitter on the temporal modulation
envelope of a 15 s sample of speech. The solid line represents the
1/3-octave temporal modulation spectra of the complete signal and the
various dashed lines represent the modulation spectra of three 1/3-
octave bands, centered at 0.1, 1 and 3 kHz. All spectra are normalized
to their maximum value to show how the spectra of all 1/3-octave
bands become similar to the envelope spectrum of the complete signal
when α = {0.5, 1}.

2.3.2 Spectral subtraction

Spectral subtraction is a method used to enhance a speech signal, s(k),
corrupted by uncorrelated additive noise, n(k) (Berouti and Schwartz,
1979); the idea is to subtract short-term estimates of the noise, typically
10–50 ms (Berouti and Schwartz, 1979; Lim, 1978) from the spectra of
the noisy signal, leaving a “clean” signal.

Considering the contaminated signal sample, y(k), described as:

y(k) = s(k) +n(k), (2.2)

taking the Fourier transform on both sides yields:

Y(jω) = S(jω) +N(jω), (2.3)
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Figure 2.5: Temporal signal of constant amplitude equal to 1 with different
values of phase jitter applied to it.

where Y(jω), S(jω) and N(jω) represent the spectra of the noisy
speech, the clean speech and the noise, respectively. In the spectral
subtraction, the estimate of the noise magnitude spectrum, |N̂(jω)|, is
subtracted from the magnitude spectrum of the noisy speech, |Y(jω)|,
and the result is combined with the original noisy-speech phase,
θx(jω). The noise estimate can be obtained from the known statistical
characteristics of the noise or as the expected value, E[|N(jω)|] = µ(jω),
calculated for non-speech sections of the noisy sample. The estimate
of the clean speech spectrum, Ŝ(jω), is calculated as:

|Ŝ(jω)| = [|Y(jω)|β − µ(jω)β]1/β · ejθx(jω), (2.4)

where β is a constant (Lim, 1978). Typical values of β are β = 1
(Boll, 1979), yielding a subtraction done in the magnitude spectrum
domain and β = 2 (Berouti and Schwartz, 1979), yielding a subtraction
performed in the power spectrum domain. The enhanced time signal
ŝ(k) is obtained by applying the inverse Fourier transform of the
estimated clean speech spectrum:

ŝ(k) = F−1{Ŝ(jω)}. (2.5)

The spectral errors, resulting from the subtraction of the estimate of
the noise:

e(jω) = N(jω) − µ(jω)ejθx(jω), (2.6)

can be positive of negative. Negative values of the magnitude or power
spectrum are set to zero, because they do not carry any physical
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Figure 2.6: Waveforms of a 50 Hz sinusoid distorted by different values of
phase jitter.

meaning. This residual error causes spectral artifacts often referred to
as “musical noise”. One of the solutions to this residual noise problem
is proposed by Berouti and Schwartz (1979). The inclusion of the
over-subtraction factor κ in Eq.(2.4) yields:

|Ŝ(jω)| = [|Y(jω)|β − κµ(jω)β]1/β · ejθx(jω), (2.7)

where κ allows for the reduction of the error by subtracting a larger
estimate of the noise. If the over-subtraction factor is too large, however,
some of the speech spectral content is removed, resulting in distortion.

Previous studies on spectral subtraction have shown that, although
the perceived quality of the processed speech is increased (Boll, 1979),
speech intelligibility is not necessarily increased as well. Itoh and
Mizushima (1997) found an increase in intelligibility for hearing-
impaired (HI) subjects for car-cabin noise and telephone noise. Sim-
ilarly, Tsoukalas et al. (1997) noticed improvements up to 40 % for
normal-hearing (NH) listeners. In both cases, increases in intelligibility
due to spectral subtraction were larger for low SNR than for large
ones. On the contrary, Lim and Oppenheim (1979) and Ludvigsen et al.
(1993) found no improvement in intelligibility. Likewise, Boll (1979)
reported no increase in intelligibility when using the Dynamic Rhyme
Test (DRT) in helicopter noise.
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Figure 2.8: Third-octave long-term average audio spectra of speech distorted
by phase jitter. The levels are normalized to the maximum value
of each spectrum.
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Figure 2.9: One-third octave envelope spectra of the complete signal (solid)
and of filtered 1/3-octave bands of a 15 s sample of speech dis-
torted by phase jitter (center frequencies of 0.1, 1 and 3 kHZ,
various dashed lines). All spectra are normalized to their max-
imum value to show how the spectra of all 1/3-octave bands
become similar to the envelope spectrum of the complete signal
when α = {0.5, 1}. The 1/3-octave band audio-frequency filtering
is applied after the distortion.





3
M O D E L S O F S P E E C H I N T E L L I G I B I L I T Y

Various methods have been considered to analyze speech intelligibility.
The earlier models considered mostly the spectral properties of speech,
where it was hypothesized that the main factor affecting intelligibility
was the presence of spectral noise masking the speech. One of them,
the articulation index (AI; French and Steinberg, 1947; ANSI-S3.5, 1969)
considers a weighted sum of signal-to-noise ratios—between a long-
term average spectrum of speech and that of a noise—across a number
of frequency bands; if equal-width one-third octave-band auditory
filters are considered, the largest weights are given to the 1.6 and
2 kHz bands.

The speech intelligibility index (SII; ANSI-S3.5, 1997) is based on the
AI but includes a number of modifications, including corrections for
upward spread of masking and high presentation levels. These two
models, however, failed to make accurate predictions for temporal
distortions like reverberation.

3.1 the speech transmission index (sti)

Houtgast and Steeneken (1973, 1985); Houtgast et al. (1980) used a
different approach and considered the temporal modulations as a key
factor affecting speech intelligibility; they defined the speech trans-
mission index (STI). The STI is based on the concept of the (temporal)
modulation transfer function (MTF) (Houtgast and Steeneken, 1973),
which is the measure of how much of the temporal envelope of the
signal, at any audio frequency, is preserved after the speech has been
distorted.

3.1.1 The traditional STI

In the traditional version of the STI (Houtgast et al., 1980), the reference
signal is a noise with a long-term average spectrum similar to that
of speech; it is divided in 7 octave-wide bands, equally spaced on a
logarithmic scale between 125 Hz and 8 kHz. The envelope of each
band is, in turn, modulated at 14 different modulation frequencies
between 0.63 and 12.5 Hz, with a modulation depth of 1; yielding
98 combinations of audio and modulation frequencies. The MTF is
obtained for each combination of frequency band k and modulation

13



14 models of speech intelligibility

Table 3.1: Weight given to each audio frequency band in the STI, from (Hout-
gast et al., 1980).

Freq. [Hz] 125 250 500 1 k 2 k 4 k 8 k

Weight, w 0.1129 0.143 0.114 0.114 0.186 0.171 0.143

frequency F by first measuring the modulation index m(F,k) and then
converting it to a signal-to-noise ratio:

SNRF,k = 10 log10

(
m

1−m

)
dB. (3.1)

Second, the SNR is truncated to values in the [-15, 15] dB range and
the 14 SNRs for a given modulation frequency are averaged:

SNRk =
1

14

SNR∑
SNRF,k. (3.2)

Third, the SNRk are summed with the corresponding weights of
Table. 3.1:

SNR =
∑

wkSNRk. (3.3)

The weights from Houtgast et al. (1980) emphasize the important
frequency bands of speech, in an analogous way as in the AI. Finally,
the SNR is normalized to a value between 0 and 1, which is the STI:

STI =
SNR + 15

30
. (3.4)

Houtgast et al. (1980) mentioned that the STI was not very differ-
ent when computed from a smaller number of modulation-frequency
bands—e.g. only six 1/3-octave bands in one-octave intervals between
0.5 and 16 Hz—while keeping all 7 audio bands, as long as the bound-
aries of the modulation frequencies were shifted symmetrically relative
to the ones suggested originally. This suggests that, although modula-
tion frequency selectivity is important, the actual number of filters might
not to be crucial in order to predict intelligibility, as long as the filters
cover the appropriate range of frequencies.

3.1.2 The speech-based STI (sSTI)

Houtgast and Steeneken (1985) first suggested that one could use
speech as the test signal from which to derive the MTF. It would,
however, have the drawback of making it difficult, in the case of non-
stationary noise, to separate the desirable modulation of speech from
fluctuations of the background noise (Houtgast and Steeneken, 1985).
Using speech as the probe would allow to predict the effect of different
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speaking styles on speech intelligibility or to make predictions when
applying nonlinear signal processing. For example, Goldsworthy and
Greenberg (2004) showed that it might be possible to use a speech-
based, modified version of the STI, generally known as speech-based
speech transmission index (sSTI), to predict intelligibility for enve-
lope thresholding and spectral subtraction. Payton and Braida (1999)
showed that it was indeed possible to use speech as the probe for
reverberant, noise, and reverberant-noisy conditions.

In the speech-based STI, the basic idea is to obtain the modulation
indices by comparing the original probe modulation spectrum, X(f),
and the noisy modulation spectrum, Y(f), as expressed by Houtgast
and Steeneken (1985):

m(f) =
|Y(f)|

|X(f)|
. (3.5)

This expression is to be used in Eq. (3.1) and the rest of the pro-
cedure follows with Eqs. (3.2) to (3.4). Goldsworthy and Greenberg
(2004) provided a review of other methods that produced qualitatively
appropriate modulation indices for nonlinear operations (envelope
thresholding and spectral subtraction), but did not validate, through
comparison with data, that these methods could accurately predict
intelligibility for these, and other, nonlinear operations.

3.2 the spectro-temporal modulation index (stmi)

The spectro-temporal modulation index (STMI; Elhilali et al., 2003) can
be considered an extension of the STI. Instead of considering the tem-
poral MTF only, the STMI uses a spectro-temporal MTF to predict intelli-
gibility. The STMI has two variants: the speech-based spectro-temporal
modulation index (STMIT) (the T superscript stands for template) uses
clean speech as the reference; the STMIR is analogous to the traditional
STI, as it uses narrow-band carriers with specific spectro-temporal
modulation frequencies (called ripples, hence the “R”) to compute
the spectro-temporal MTF. In this report, only the speech-based STMI

will be considered because it can be more easily compared to other
speech-based speech intelligibility models like the speech-based en-
velope power spectrum model (sEPSM) (Jørgensen and Dau, 2011).
Furthermore, this index is much faster to compute.

The STMIT computation employs an auditory model in two stages
and an integration stage which computes the STMIT from the auditory
model output. The first stage models the early auditory system and
transforms the acoustic signal into a representation called the auditory
spectrogram. The second stage analyses the auditory spectrogram in
order to extract the spectral and temporal modulation content using
a bank of spectro-temporally selective modulation filters (Chi et al.,
1999). The inspiration for the spectro-temporal filter comes from the re-
sponse characteristics of neurons observed in the mammalian primary
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auditory cortex (Depireux et al., 2001; Kowalski et al., 1996), which will
be discussed later.

3.2.1 Simluation of the early auditory processing

The early stage of the auditory model consists of a sequence of three
operations, depicted in Fig. 3.1. In the first operation, the audio sig-
nal is filtered through a filter bank consisting of highly asymmetric
bandpass constant-Q filters (Q = 4), equally spaced on a logarithmic
axis. The filter bank covers 5 octaves and has a density of 24 filters/oct.
This filtering corresponds to “place filtering” of the basilar membrane.
It is an affine wavelet transform of the acoustic signal.

Figure 3.1: Schematics of the early auditory model. The incoming sound is
analyzed by a model of the cochlea, consisting of a bank of band-
pass filters (left panel). Each filter output is half-wave rectified
and low-pass filtered by an inner hair cell model to produce the
auditory-nerve pattern (center panel). A spacial first-difference op-
eration is then applied to the auditory-nerve response representa-
tion, performing the function of a lateral inhibitory network (LIN).
It sharpens the spectral representation of the signal and extracts
its formants and harmonics. Finally, the responses of each channel
is smoothed by a short-term integrator. The output is named the
auditory spectrogram (right). The figure is from Elhilali et al. (2003).

In the second operation, each filter output is converted to inner-
haircell outputs (intra-cellular potentials) with a three-step process:
high-pass filtering (fluid-cilia coupling), instantaneous nonlinear com-
pression (gated ionic channels) and low-pass filtering (haircell mem-
brane leakage). Details on the mechanisms involved in each step can
be found in Lyon and Shamma (1996); Shamma et al. (1986)
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In the third operation, the auditory-nerve response goes through
a lateral inhibitory network (LIN); it detects discontinuities in the
response along the tonotopic axis, in a similar way as a LIN in the
retina, which increases contrast and thus facilitate edge detection
(Marr and Hildreth, 1980). The LIN is modeled as a three-step process:
a first difference operation across channels, a half-wave rectifier and a
short-term integrator. The LIN effectively sharpens the auditory filters,
going from Q = 4 to Q = 12 (about 10 % of the center frequency). The
advantage of the LIN is that it provides a good frequency resolution,
without sacrificing the temporal resolution. Please refer to Wang and
Shamma (1994) for more details on the effect of the LIN.

This three-operation process of the early auditory system effectively
produces a spectrogram of the speech. Note, however, that the tem-
poral modulations are to some extent affected by this process, since
the output of each audio frequency filter encodes the temporal mod-
ulations due to interactions between spectral components inside the
filter’s transfer range (beating). The frequencies of these modulations
are limited by the bandwidth of the cochlear filters.

Chi et al. (2005) provided a more detailed description of the au-
ditory processing model as well as a number of examples of how
different signals (3-tones, noise, harmonics complexes and ripples) are
represented on the “auditory spectrogram” of this model framework.

3.2.2 Simulation of the central auditory processing

In the central auditory system model, further analysis of the auditory
spectrogram is performed to construct a more elaborate auditory repre-
sentation. The analysis extracts the spectral and temporal modulation
content of the auditory spectrogram, as illustrated in Fig. 3.2. It uses a
bank of modulation-selective filters, each of them tuned to a specific
spectral modulation frequency, Ω (in cyc/oct), and temporal modula-
tion frequency, ω (in Hz) (Chi et al., 1999); the spectro-temporal im-
pulse response of these filters is called the spectro-temporal response
field (STRF). An example of an STRF is shown in Fig. 3.2B, together with
the result of its convolution with the auditory spectrogram to the left.

the spectro-temporal response fields (strf) Kowalski et al.
(1996) and Depireux et al. (2001) measured the response of neurons in
the primary auditory cortex of ferrets to what they call moving ripples.
In its simplest form, a ripple is a signal with a single temporal (ω) and
a single spectral (Ω) modulation frequency. It has an upward (negative
ω) or a downward (positive ω) sweeping spectrum. The mathematical
expression of a ripple is:

S(x, t) = L(1+∆A sin(2π(ωt+Ωx) +ϕ)), (3.6)
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Figure 3.2: The auditory spectrogram of the sentence /come home right
away/ (A, left panel) is analyzed by a spectro-temporal modula-
tion filter bank (A, center). The STRF of one filter is shown (B, left)
beside the result of the its convolution with the auditory spectro-
gram (B, right panel). The output is a function of time, indexed
by scale-Ω, rate-ω and frequency-x. For display proposes, the
frequency axis is collapsed (integrated over) to a one-dimensional
time-function, as display on the top of the spectrogram in (B, right
panel). The total output of the filtering by the STRFs is a series of
two-dimension scale–rate plots, varying over time, as shown in
(A, right panel). from Elhilali et al. (2003)

where L represents the stimuli presentation level, ∆A is the modulation
depth, t is time and x is the tonotopic axis, defined as x = log2(f/f0),
with f0 being the lower bound of the spectrum, f the frequency, and
ϕ is the phase of the ripple. Figure 3.3 shows two ripples: the left
one is moving downward with a velocity of 3 Hz and a density of
0.5 cyc/oct; the right one is moving upward with a velocity of -1 Hz
and a density of 2 cyc/oct.

By changing rates and scales independently, they measured the
spectro-temporal transfer function of neurons, which can be trans-
formed to the spectro-temporal response field by the means of the
inverse 2D Fourier transform (see details in Depireux et al., 2001).
The STRF is a spectro-temporal function STRF(t, x). Qualitatively, the
spectral axis of the STRF reflects the range of frequencies that affect
the firing rate of the neuron studied and the temporal axis reflects
how the firing rate changes over time. The STRF can be understood
conceptually as a time-varying spectral response field, or a collection
of frequency-dependent temporal impulses. The STRF is modeled using
a spectro-temporal Gabor function (Chi et al., 1999). Figure 3.2B (right
panel) shows the result of the convolution of the auditory spectrogram
with such a Gabor function.
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Figure 3.3: Spectrogram of spectro-temporal ripples moving downward with
a rate of 3 Hz and with a spectral density of 0.5 cyc/oct (left)
and upward with a rate of -1 Hz and with a spectral density of
2 cyc/oct (right). The color scale goes from black for null values,
to white for maximum values.

Depireux et al. (2001) found that most of the measured STRFs were
“quadrant separable”, i.e. that for a given direction, they could be factor-
ized into the product of a purely spectral and a purely temporal func-
tion. By contrast, a fully separable STRF could be factorized into two
functions, independently of direction, suggesting that it is constituted
of independent temporal and spectral processing stages. Quadrant
separability, or more severe inseparability, implies temporally and
spectrally intertwined stages of processing (Depireux et al., 2001).

cortical filters What is referred to as the cortical represen-
tation is the output of the central auditory processing model. It is
obtained by convolving the STRFi,j(t, x) for each cortical filter (i, j)
with the auditory spectrogram y(t, x)

r(t, x,ω,Ω) =

∫
T

||y(t) ∗t,x STRF(t, x)|| dt, (3.7)

where ∗t,x is the convolution in time (t) and multiplication in fre-
quency (x). The resulting representation is a “four dimensional” array
indexed by time, cochlear frequency axis, rate and scale r(t, x,ω,Ω).
Detailed information on the mathematical formulation of the cortical
stage can be found in Chi et al. (2005). Figure 3.2 (A, right panel) shows
“time slices”, also called rate–scale plots, of the cortical representation,
where the audio frequency axis has been collapsed.
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Similar to the STRF, the cortical representation can be understood in
a number of ways because of its four dimensions: it is possible to illus-
trate how two dimensions change by fixing the other two. One example
would be to show the modulation content at any time t and audio fre-
quency x for a fixed rate–scale pair, (ωfix,Ωfix). Such a representation
can be easily visualized as the result of the convolution of the auditory
spectrogram and the STRF of the (ωfix,Ωfix) pair (illustrated in Fig. 3.2
(B,right)). A second example would be to display the modulation
content at every rate ω and scale Ω for a fixed time–audio frequency
pair, (tfix, xfix), as illustrated (four times) in Fig. 3.2 (A,right).1 The first
representation is easier to understand since it results from a direct
mathematical formulation: the convolution. Meanwhile, the second
approach is not as intuitive since there is no “single-step” process to
reach it: the auditory spectrogram must be convolved with every STRF

before it is possible to have access to the spectro-temporal “slices” (the
rate–scale plots) of the cortical representation.

3.2.3 Computation of the speech-based STMI (STMIT)

The computation of the STMIT (Fig. 3.4) is done individually for each
sentence, assuming that their duration is short enough for the statistics
of the stimuli to be considered stationary, but long enough to extract
the slow temporal modulations (Elhilali et al., 2003). A duration of
about two seconds was used in Elhilali (2004). The stimuli are first
normalized to have zero-mean and standard deviations of one before
adding or applying additional distortion. The following steps are
then carried out independently for the clean and the distorted speech.
First the input signal, g(t), is converted to the auditory spectrogram
representation, y(t, x). Second, the auditory spectrogram is convolved
with each STRF (c.f. Eq. (3.7)), yielding the four-dimensional cortical
representation, r(t, x,ω,Ω). It is then integrated over the complete
sample duration, leaving a three dimensional template of the speech
token, {T(x,ω,Ω)}, similarly for the noisy token, N(x,ω,Ω). Third,
the “base” spectrogram of the signal, r0(x,ω,Ω), is subtracted from
r(t, x,ω,Ω), effectively normalizing the outputs of model. The “base”
spectrogram results from the processing through the auditory model
of a stationary noise with the same spectrum as the long-term average
spectrum of its corresponding token (clean or noisy speech).

At this stage, the STMIT can now be computed as:

STMIT = 1−
||T −N||2

||T ||2
, (3.8)

1 Note, however, that the audio frequency dimension in the figure has been collapsed
and not fixed, but the result is a rate–scale plot nonetheless.
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where || · || is the euclidian distance between the cortical model’s output
of the noisy token and clean templates, computed as:

||T || =

√∑
k

∑
i

∑
j

(T(xk,ωi,Ωk). (3.9)

The algorithm of the STMIT is provided in Appendix B.
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Figure 3.4: Block diagram of the STMIT. The clean and noisy speech are given
as inputs to the auditory model. The cortical model outputs
are normalized by the base spectrum, as explained in the text.
The cortical representation is then used to compute the STMIT.
Reproduced from Elhilali et al. (2003).

Elhilali et al. (2003) have shown that the STMIT predictions are linearly
linked to data, i.e. an STMIT of zero equals 0 % correct and an STMIT of
one equals 100 % correct.

3.3 the speech-based envelope power spectrum model (sepsm)

The speech-based envelope power spectrum model (sEPSM; Jørgensen
and Dau, 2011) uses the envelope power signal-to-noise ratio (SNRenv)
as the metric for predicting speech intelligibility; it is based on the
envelope power spectrum model, originally developed for amplitude
modulation detection and masking (EPSM; Dau et al., 1999; Ewert and
Dau, 2000). The sEPSM hypothesizes that reduction in speech intelli-
gibility of distorted speech is due mainly to the intrinsic fluctuations
in the envelope of the noisy waveform. It was shown to predict ∆SRTs

accurately for speech in stationary noise, reverberant noisy speech and
noisy speech processed by spectral subtraction (Jørgensen and Dau,
2011).

The first stage of the model is a band-pass filter bank made of
22 fourth order gammatone filters, equally spaced on a logarithmic
scale at each 1/3-octave between 63 Hz and 8 kHz. Only filters with
output energy above the hearing threshold are considered for further
processing. The envelope of each filtered signal is extracted using the
Hilbert transform. The resulting envelope functions are then input
to a modulation filter bank consisting of a third-order low-pass filter
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with a cutoff frequency of 1 Hz and 6 overlapping, octave-spaced,
second-order bandpass filters with center frequencies from 2 to 64 Hz,
having a constant Q-factor of 1. For each modulation filter output, the
ac-coupled envelope power is calculated by integrating the envelope
power density in the filter’s transfer range. A threshold, represent-
ing some internal noise, sets the lower limit of the envelope power
to −20 dB; any filter output with a lower level is set equal to this
threshold.

The sEPSM assumes that the model has access to an estimate of
the noise alone (N) in addition to the noisy speech (S +N), thus
the envelope power spectrum of the noise alone (Penv,N) and noisy
speech (Penv,S+N) are available at the model’s modulation processing
stage. An estimate of the clean speech envelope power is obtained by
subtracting the noise envelope power from the noisy speech envelope
power:

P̂env,S = Penv,S+N − Penv,N. (3.10)

The SNRenv is calculated by taking the ratio between the estimated
clean speech envelope power and the noise envelope power:

SNRenv =
Penv,S+N − Penv,N

Penv,N
=
P̂env,S

Penv,N
, (3.11)

where the envelope power of the noise is always lower or equal to
the envelope power of the noisy speech, such that the denominator of
Eq. (3.11) never becomes negative:

Penv,S+N = max{Penv,S+N,Penv,N}+ ε, (3.12)

where ε is a small positive constant which prevents the numerator of
Eq. (3.11) to be zero in the case Penv,S+N = Penv,N.

The 7 × 22 SNRenv values—7 modulations filters and 22 gamma-
tone filters—are integrated across channel, with an optimal linear
combination which, for n channels is expressed as

SNRenv =

[
n∑
i=1

(SNR∗env,i)
2

]1/2
. (3.13)

The seven SNRenv are integrated first, producing 22 single values of
SNRenv that are combined in the same manner.

Lastly, the SNRenv are converted to percent correct by a process
involving an “ideal observer”, by first converting the SNRenv to a
sensitivity index d ′:

d ′ = k · (SNRenv)
q, (3.14)

where k and q are constants, independent of speech material and
experiment conditions. The ideal observer represents an m-alternative
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forced choice (mAFC) decision model combined with an unequal-
variance Gaussian model; it assumes a different probability for cor-
rectly recognizing a speech item, designated as the target distribution,
and for failing to correctly recognized the speech, designated as the
noise distribution. The sensitivity index is linked to the percent correct
by

Pcorrect(d
′) = Φ

 d ′ − µN√
σ2S + σ

2
N

 , (3.15)

where Φ designates the cumulative normal distribution, µn denotes
the mean of the noise distribution, and σS and σN are the standard
deviation of the target and noise distributions, respectively. The values
of σN and µN are determined by the number of alternatives, m, which
can be adjusted. The value of σS, which it is inversely proportional to
the slope of the ideal observer’s psychometric function, can also be
adjusted to account for different degrees of redundancy in the speech
materials.





4
M E T H O D

This chapter presents the experimental details for three experiments
conducted to evaluate the performance of the STMIT for different distor-
tions. The first experiment tests the performance for noisy reverberant
conditions, the second experiment involves speech-shaped noise (SSN)
and phase jitter, and the third experiment considers spectral subtrac-
tion.

4.1 experiment 1: reverberation

In this experiment, STMIT predictions are compared to speech intelligi-
bility data from Jørgensen and Dau (2011), considering noisy speech
presented in reverberant conditions.

4.1.1 Speech material

The experiment uses the stimuli from the conversational language
understanding evaluation (CLUE) test (Nielsen and Dau, 2009); the
sentence material is in Danish and is composed of excerpts from
Danish newspapers; the sample rate is 44.1 kHz. Each sentence has
five words, each word less than four syllables and the number of
syllables per sentence is 8–9. Sentences are grouped in lists of ten;
each list has an overall SRT of -3.15 dB. The deviation in SRT between
lists is less than 0.5 dB. The CLUE test allows a number of variations in
the responses: (1) change in verb tenses, (2) change in article, and (3)
change between singular and plural nouns.

4.1.2 Stimuli and apparatus

The distorted stimuli were obtained by mixing the clean sentences
from the CLUE material with SSN and convolving the results with
the impulse response of a reverberant room. The impulse responses
were created using the ODEON room acoustics software, version 10,
(Christensen, 2007), simulating the response of a rectangular 3200 m3

room with distributed absorption, such that the reverberation time was
the same in the frequency range 63–8000 Hz. Five T30 were considered:
0, 0.4, 0.7, 1.3 and 2.3 seconds. The speech samples were presented
using the CLUE Matlab software created by Nielsen and Dau (2009).

25
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4.1.3 Subjects

The stimuli were presented to five male and three female normal
hearing subjects aged between 24 and 33 years old.

4.1.4 Simulation details

The 180 sentences from the CLUE test were downsampled to 8192 Hz
to reduce computation time. Their average length was 1.53 s, with a
standard deviation of 0.16 s. Speech-shaped noise was added to the
clean speech to achieve the appropriate SNR; the noise had the same
duration as the clean speech and the SNRs ranged from -9 to 9 dB
in steps of 2 dB. The reverberation was applied in the same way as
for the measured data. Due to the addition of low-frequency tempo-
ral modulations introduced by the convolution, the final waveforms
were truncated at the beginning and the end, where the low-passed
envelope was less than 5 % of the envelope maximum.1

The cortical model used 34—17 for positive rates and 17 for negative
rates—1/3-octave wide band-pass temporal modulation filters, placed
equally on a logarithmic scale at every 1/4-octave, from 2 to 32 Hz.
There were 21 1/3-octave wide band-pass spectral modulation filters
between 0.25 and 8 cyc/oct, placed at every 1/4-octave.

The STMIT was computed for each sentence individually and the
final result was taken as the mean across all sentences. The predicted
SRT was taken as the SNR producing an STMIT of 0.5. The ∆SRT for a
given reverberation time (RT) was obtained as the difference between
the SRT in the processed condition and in the reference condition
(RT = 0).

The computation of the STMIT was based on the code-base of the
NSL Tools Package accessible at http://www.isr.umd.edu/CAAR/pubs.
html. It provides a Matlab implementation of the early auditory
process and the cortical process models.

4.2 experiment 2: phase jitter

Data were collected on the intelligibility of noisy speech distorted by
phase jitter. STMIT predictions are compared to the collected data.

4.2.1 Stimuli

The speech-shaped noise was added prior to the phase jitter, in the
same way as described in Sec. 4.1. The phase jitter was then applied to
the noisy signal. The α values were α = [0, 1] with a step size of 0.125.

1 The envelope of the signal was extracted using the Hilbert transform and then
low-pass filtered using a forth-order Butterworth filter with a cutoff frequency of
20 Hz.

http:// www.isr.umd.edu/CAAR/pubs.html
http:// www.isr.umd.edu/CAAR/pubs.html
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4.2.2 Subjects

Measurements were obtained with three normal-hearing males, aged
between 24 and 26 years old. Their pure-tone thresholds were of 20 dB
hearing level or better in the frequency range 0.25–8 kHz, please
refer to Appendix C for their audiograms. All three subjects had
previous experience with psychoacoustic measurements. All of them
were native Danish speakers and students at the Technical University
of Denmark. None of them was remunerated for his participation.

4.2.3 Apparatus and procedure

The stimuli were presented through HD580 headphones, plugged into
a RME DIGI96/8 sound card, in a double-walled sound-attenuating
booth. The speech level was adjusted to be constant at 65 dB SPL
using a Brüel & Kjær artificial ear, type 4152, and noise was added
to achieve the desired SNR before applying further processing. Each
sentence was presented once with the noise starting 1 second before
and ending 600 ms after; the noise was ramped on and off using 400 ms
cosine ramps. The presentation software was a modified version of
the CLUE Matlab software (Nielsen and Dau, 2009), which randomly
presented the selection of fixed SNRs. Each subject was presented with
18 ten-sentence lists: two lists were used for each α value and two
sentences per list for each SNR, resulting in 4 data points for each
(SNR,α) combination per subject. The lists and SNRs were presented in
random order. The training consisted of 3 lists using α values 0, 0.25
and 0.5, also presented in random order. The subjects were asked to
repeat the sentence heard and were allowed to guess. No feedback
was provided.

4.2.4 Simulation details

The down-sampled stimuli were processed in the same way as for the
measurements.

4.3 experiment 3: spectral subtraction

In this experiment, model prediction were compared to human ∆SRT

data (Jørgensen and Dau, 2011) for noisy speech processed by spectral
subtraction.

4.3.1 Psychoacoustical experiment

In the experiment by Jørgensen and Dau (2011), the spectral subtrac-
tion algorithm was implemented using a 1024-point short-term Fourier
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transform (STFT) with a 24 ms window (Hanning) and a 50 % overlap.
The over-subtraction factors κ used were 0, 0.5, 1, 2, 4, 8, where κ = 0
is the reference condition where no spectral subtraction is applied.
The presentation setup and the subjects were the same as for the
reverberation experiment (Sec. 4.1).

4.3.2 Simulation details

Using the stimuli sampled at 8 kHz, the SSN is first added to the
speech. The spectral subtraction is then applied in the same way as
for the psychoacoustical experiment, but using a 256-point STFT and a
window length of 32 ms.



5
R E S U LT S

5.1 experiment 1 : effects of reverberation on speech in-
telligibility

Figure 5.1 shows the STMIT as a function of the SNR and reverbera-
tion time. Each curve shows an increasing STMIT with increasing SNR,
reflecting an increase in intelligibility. For a fixed SNR, the STMIT de-
creases with increasing RT, reflecting a decreasing intelligibility. The
presence of reverberation tends to flatten the STMIT curves and shift
them toward lower values.
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Figure 5.1: STMIT for sentences corrupted by speech-shaped noise and rever-
beration. The dashed line represents an STMIT of 0.5. Each line
and symbol represent different reverberation times:©: 0, 5: 0.4,
2: 0.7, 4: 1.3 �: 2.3 s.

The STMIT functions were converted to ∆SRTs in order to compare
them with measured data. Figure 5.2 shows ∆SRTs as a function of
the reverberation time. The model predicts the data correctly for
reverberation times below 0.7 s but overestimates them for RT = 0.7 s.
The STMIT predictions could not be translated to ∆SRTs for RTs above
0.7 s because the STMIT did not reach 0.5.

The differences between the measured and the simulated data may
be due to the simulation procedure; applying the reverberation in-
creases the duration of the signal—it inserts a short delay at the
beginning and creates a long low amplitude “tail”—effectively adding

29
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low temporal modulation energy. This leads to a decrease of the clean-
to-noise modulation ratio, which in turn causes a higher STMIT (c.f.
Eq (3.8)). It seems that the envelope threshold of 5 % of the maximum
value was not sufficient, a more aggressive/restrictive approach might
be necessary.
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Figure 5.2: ∆SRT as a function of the reverberation time. The open squares
represent the measured data and the filled circles the simulation
data transformed from Fig. 5.1.

Elhilali et al. (2003) obtained very good agreement between mea-
surements of phoneme recognition and simulations of the STMIT when
adding reverberation to noisy speech. The reverberation was applied
by convolving the signal with Gaussian white noise having an enve-
lope which was exponentially decaying with a reverberation constant
τ (Chi et al., 1999; Houtgast et al., 1980).1 On the contrary, the current
simulations, using impulse responses generated with the Odeon soft-
ware, provided a clearly worse agreement. This could be due to the
differences between the impulse responses or to the speech material.

5.2 experiment 2 : effects of phase jitter on speech intel-
ligibility

Figure 5.3 (left panel) shows the average measured data, as a function
of α. The vertical bars indicate plus/minus one standard deviation.
On the average data, the maximum standard deviation is 0.24. For all
three subjects, intelligibility is zero for α = {0.5, 1}, no matter the SNR,
which is expected since for those values, phase jitter has the effect of
completely replacing the carrier with white noise. The intelligibility

1 The relation between the reverberation time and τ is RT = 6.91τ (Ratnam et al., 2004).
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decreases with the decreasing SNR. Maximum intelligibility is obtained
for larger SNRs and when α is smaller than 0.5. A local intelligibility
maximum is present at α = 0.75 for all subjects. A three-way analysis
of variance (ANOVA) of the mean data showed a significant effect of
α (F8,120 = 53.2, p < 0.001) and SNR (F4,120 = 30.0, p < 0.001), but no
significant difference between subjects (F2,120 = 0.3 p = 0.73).
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Figure 5.3: Average percent correct (left panel) for the three subjects and
STMIT predictions (right panel) for the phase jitter experiment as
a function of α and with the SNR as parameter. The filled symbols
are for the different SNRs, they are respectively©: -7, 5: -3, 2: 1,
4: 5 �: 9 dB SNR.

The right panel shows predictions from the STMIT. They have similar
characteristics than the data, with minima at α = {0.5, 1}, implying
that phase jitter has the strongest impact. The intelligibility maxima
are when α = {0, 0.125}. At these values, the intelligibility reaches zero,
at all SNRs, for the subjects, whereas the predicted minima are between
0.07 and 0.13. For α 6 0.25, the intelligibility score reaches 1 for SNRs

larger than zero, whereas the largest predicted value is just below
0.9. Both the data and the predictions have a local maximum when
α = 0.75, although the intelligibility is less than twice lower for the
predictions than for the data when the SNR is larger or equal to 5 dB.
For SNRs below 5 dB, the predictions are higher than the measured
score.

In short, the STMIT accounts reasonably well for the data. It does
not consistently overestimate nor underestimate the measured speech
intelligibility. This can be seen more clearly when plotting the STMIT

versus the proportion correct, as in Fig. 5.4. For values below 0.2, the
STMIT overestimates the intelligibility, where for values larger than 0.2,
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the STMIT underestimates the intelligibility; this behavior is consistent
for all α and SNR values.
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Figure 5.4: STMIT versus proportion correct as obtained for the speech-shaped
noise and phase jitter experiment. Each color (shape) is a different
SNR.

5.3 experiment 3 : effects of spectral subtraction on speech
intelligibility

Figure 5.5 shows the predictions for noisy speech processed by spec-
tral subtraction as a function of the SNR. The STMIT increases with
incresing value of the over-subtraction factor κ, predicting an increase
in intelligibility. The STMIT increase is more pronounced for low SNR

values (increase of 0.2 at -9 dB SNR) and becomes almost zero for SNRs

above 7 dB.
Converting the STMIT values to ∆SRT provides the results shown in

Fig. 5.6. Here, model predictions (circles) are compared to measured
data (squares) (Jørgensen and Dau, 2011). The STMIT fails to capture
the trends in the data. The predicted ∆SRTs decrease with increasing
κ, reflecting an increase in intelligibility, whereas the measured ∆SRTs

increase. For κ = 8, the STMIT predicts a ∆SRT of -3.3 dB whereas the
average measured data is 2.7 dB.
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Figure 5.5: STMIT predictions for noisy speech processed by spectral subtrac-
tion as a function of the SNR and with the over-subtraction factor,
κ, as the parameter. The dashed line represents an STMIT of 0.5.
The difference symbols represent the κ values:©: 0; 5: 0.5; 2: 1;
4: 2; �: 4 and 3: 8.

 

 

STMIT

Data

∆
S

R
T

[d
B

]

κ
0 2 4 6

−4

−2

0

2

4

Figure 5.6: Comparison of ∆SRTs between subjects (open squares) (Jør-
gensen and Dau, 2011) and STMIT (filled circles) for noisy speech
processed by spectral subtraction, as a function of the over-
subtraction factor κ.





6
M O D E L A N A LY S I S

In order to characterize and evaluate the STMIT, two aspects of the
model were investigated. The first aspect was how the various distor-
tions affect the cortical representation. The second aspect was how
temporal and spectral modulation frequency selectivity affect predic-
tions.

6.1 representation of distortions in the cortical model

The values input to the stage calculating the STMIT (Eq. (3.8)) are the
time-integrated cortical representation, i.e. the magnitude of each spec-
tral and temporal modulation filter output for each audio-frequency
band (c.f. Sec. 3.2.3). These can therefore be called “modulation mag-
nitudes”. When the modulation magnitudes of the clean and noisy
signals are similar, the predicted STMIT is high, since it means that the
spectro-temporal modulation information has been kept intact. It is
possible to see exactly how modulations are affected by the various
distortions by looking at this internal representation in the model.

Due to the large number of “dimensions” of the data and the shear
size of the data (each speech sample generates more than 180,000 data
points), only a subset of the modulation magnitudes will be presented
below. Figures 6.1 to 6.4 show the temporal modulation magnitudes
at rates ω = {2, 4} Hz and the spectral modulation magnitudes at
scales Ω = {0.5, 1} cyc/oct. Both types of modulation magnitudes are
presented at the audio-frequency band of 0.5 kHz. These rates and
scales were chosen because they correspond to the highest spectro-
temporal sensitibvities in the auditory model MTF (Chi et al., 1999).
The 0.5 kHz audio-frequency band was shown to be the one with the
most energy in speech (Byrne et al., 1994).

The modulation magnitude plots can be considered as a “vertical
slice” of a superposition of rate–scale plots for different distortion
conditions. Figure 6.1 (top) would then represent the result of super-
posing rate–scale plots for the 2 kHz audio-frequency band, slicing
the “stack” at Ω = 0.5 cyc/oct, and then looking at the “insides” of
the stack.

Some plots with larger sets of rates (ω = {2, 4, 8, 16, 32} Hz), scales
(Ω = {0.25, 0.5, 1, 2, 4, 8} cyc/oct) and frequencies (f = {0.5, 1, 2} kHz)
are available in Appendix D, they will prove to be useful in the
comprehension of the impact of frequency selectivity, described in the
next section.

35



36 model analysis

6.1.1 Effects of noise and reverberation

It is known that the addition of noise reduces the salience of temporal
modulations in speech, thus reducing intelligibility (Houtgast et al.,
1980). Elhilali et al. (2003) showed that white noise and reverberation
affect the MTF of the auditory model and smear the auditory spec-
trogram. Figure 6.1 shows that in the internal representation of the
cortical model, the temporal and spectral modulation magnitudes are
reduced as the SNR decreases. Both types of modulations are affected
in a similar fashion: the larger the clean speech modulation magnitude
is, the larger is the reduction in magnitude due to noise. Rates (scales)
with low magnitudes are less affected by the noise, since they are
already small. At an SNR of -9 dB SNR, the spectro-temporal modu-
lations are reduced to about one-quarter of the clean-speech value at
the corresponding rate (scale).

Temporal modulation magnitudes of the clean speech are below
zero for rates below -16 Hz and above 16 Hz, which is due to the
subtraction of the base spectra (c.f. Sec. 3.2.3). It means that, for these
ranges of temporal velocities, the base spectrum has more modula-
tion energy than its corresponding token. The temporal modulation
frequency at which this sign change happens is dependent on the
spectral modulation frequency and audio frequency (see Appendix D
for modulation magnitude plots with a larger number of rates, scales
and audio-frequencies.).

The noisy temporal modulation magnitudes become higher than
that of the clean speech above 15 Hz and below -15 Hz. A similar
observation is made for most other distortions; the crossing point
sometimes happens at a lower rate.

Asymmetry between the negative (upward) and positive rates (down-
ward) of the temporal magnitudes are due to the accumulating phase
lag of the cochlear filters (traveling wave) (Chi et al., 2005). This can
be understood by the fact that low-frequency content is “delayed” in
the auditory spectrogram, creating a diagonal-like “pattern”, going
from the upper left to the lower right corner (see Chi et al. (2005, their
Fig. 3a) for a good example of this).

Figure 6.2 shows the spectro-temporal modulation magnitudes for
noisy speech affected by reverberation. Four RTs are plotted, from 0
to 2.3 s and the SNR is set to 9 dB. In both dimensions, the magni-
tudes decrease as the RT becomes longer. Here, the magnitudes are
not simply scaled down as the distortion increases; reverberation also
affects the shape of the modulation magnitudes. Long RTs reduce the
temporal modulation magnitudes at high rates more than at low ones,
because reverberation acts like a low-pass filter on the temporal enve-
lope spectrum (Payton and Braida, 1999; Dubbelboer and Houtgast,
2008). Whereas spectral modulation magnitudes are more reduced at
low scales than at high scales.
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Figure 6.1: Modulation magnitudes of speech with added speech-shaped
noise. (Top panels): Average temporal modulation magnitudes
for clean speech and three SNRs. (Lower panels): Average spectral
modulation magnitudes of positive rates for clean speech and
three SNRs. Solid line: clean speech; ×: -7; �: 1; 2: 9 db SNR.

6.1.2 Effects of noise and phase jitter

In order to observe the effect of phase jitter “only” on the modulation
magnitude, the SNR was fixed to 9 dB.

Figure 6.3 shows the spectral and temporal modulation magnitudes
for α values of 0.125 to 0.5 in steps of 0.125; values of α > 0.5 were not
shown since they produce redundant STMIT values and thus redun-
dant modulation magnitudes. Spectral and temporal modulations are
affected in similar ways; they are reduced as α increases, in a similar
way as the STMIT versus α, i.e. the slope of the reduction is shallow for
α 6 0.25 and steeper for 0.25 6 α 6 0.5. At α = 0.5, there is little to
no energy left. This observation does not apply for all combinations of
rate, scale and frequency. There is still energy at very low scales and
high audio frequencies (Ω = 0.25 cyc/oct and f = 2 kHz, see Figs. D.5
and D.6)
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Figure 6.2: Modulation magnitudes with speech-shaped noise combined with
reverberation. (Top panels): Average temporal modulation magni-
tudes for clean speech and four reverberation times (RTs). (Lower
panels): Average spectral modulation magnitudes of positive rates
for clean speech and four RTs. Solid line: clean speech; 5: 0 s; ×:
0.4 s;©: 0.7 s; 4: 2.3 s.

The spectral modulation magnitudes are rendered flat for densities
above 0.5 cyc/oct when α = 0.5. This is consistent with the fact
that applying phase jitter with α = {0.5, 1} replaces the carrier with
white noise, i.e. a flat audio-frequency spectrum. This large difference
between the clean and distorted values leads to a small STMIT, which
is in line with data gathered with subjects.

This analysis indicates that, in fact, both the temporal and spectral
modulation dimensions are affected by phase jitter. Reduction of
intelligibility might thus be predicted by considering only one of
these dimensions, and not necessarily by analyzing the combined
modulations.
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Figure 6.3: Modulation magnitudes of clean speech and speech distorted
with speech-shaped noise (9 dB SNR) and phase jitter for 0.125 6
α 6 0.5. (Top panel) Average temporal modulation magnitudes
for clean speech and four α values. (Lower panel) Average spectral
modulation magnitudes of positive rates for clean speech and
four α values. Solid line: clean speech; ×: α = 0.125;©: α = 0.25;
3: α = 0.375; 4: α = 0.5

6.1.3 Effects of spectral subtraction

In the case of spectral subtraction, both spectral and temporal modu-
lations are affected. To show this, the spectro-temporal modulations
were plotted for κ = {0, 1, 8} at an SNR of -9 dB SNR; a small SNR value
illustrates the effect of spectral subtraction in a more obvious manner,
since there is “more noise” to be subtracted.

Fig. 6.4 (top) shows that, for κ = 1, there is a slight increase in the
temporal modulation values compared to the situation with κ = 0 (no
spectral subtraction, only noise). Processed modulation magnitudes
are higher than the clean ones for rates in the range -14–10 Hz. When
κ = 8, the temporal magnitudes of the processed speech are increased
even further and the crossing point happens at smaller rates. Overall,
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spectro-temporal modulation at low audio-frequency are enhanced
more than high-frequency ones (Figs. D.7 and D.8 in Appendix D).

The increase in spectro-temporal modulation magnitude with in-
creasing over-subtraction factor κ is in line with what has been ob-
served by Dubbelboer and Houtgast (2008). They showed that the
original envelope spectrum is restored by the spectral subtraction, i.e.
the temporal modulation spectrum is restored. It is incorrect, however,
that the algorithm “enhances” the speech so much as to add informa-
tion where there was not any originally. The STMIT predicts an increase
in intelligibility with increasing κ, because the spectro-temporal modu-
lation energy increases with κ. The data, however, shows the opposite:
the intelligibility decreases when κ increases (c.f. Fig. 5.6). Using the
STMIT metric, the cortical representation would have to show a de-
crease in modulation magnitude as κ increases to predict the data
correctly.

6.2 effects of modulation frequency selectivity on model
predictions

Houtgast et al. (1980, p.63) found that the STI could predict similar
results with a reduced number of filters, thus reduced temporal mod-
ulation frequency selectivity, as long as the remaining filters were
placed in a symmetrical fashion relative to the original recommended
selection. On the contrary, Jørgensen and Dau (2011) found that fre-
quency selectivity in both the audio- and temporal-frequency domains
was essential for accurate predictions with the sEPSM.

In its original form, the STMIT uses 21 spectral modulation filters
and 34 temporal modulation filters—17 for positive rates and 17 for
negative rates, only the positive rate filters are reported below although
both directions were used to compute the STMIT—where in both cases,
all modulation filters are 1/3-octave band wide filters with a constant
Q-factor of 1 and a spacing of 1/4-octave. A number of simulations
were carried out to investigate how modulation frequency selectivity
affected the STMIT. In the first set of simulations, the spectral and
temporal modulation filters were replaced by single low-pass filters
with different cutoff frequencies. In the second set, the number of
spectral and temporal modulation filters was reduced, one dimension
at a time, while keeping the original filter bandwidth.

The simulations were done using two types of distortions in addition
to the speech-shaped noise added to the speech: reverberation (because
of its effect in the temporal domain) and phase jitter (because of its
effect in the audio-frequency domain). Reverberation times were the
same ones as for Experiment 1 (Sec. 4.1). In the case of phase jitter,
the α values ranged from 0 to 0.5 in steps of 0.125. The SNRs span
the range from -9 to 9 dB in 2 dB steps for both distortions. Only 45
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Figure 6.4: Modulation magnitudes of clean speech and speech combined
with speech-shaped noise (-9 dB SNR) and spectral subtraction
with over-subtraction factor κ = 0, 1, and 8. (Top panels): Average
temporal modulation magnitudes for clean speech and three κ
values. (Lower panels): Average spectral modulation magnitudes
of positive rates for clean speech and three κ values. Solid line:
clean speech, 5: κ = 0;©: κ = 1; �: κ = 8.

sentences were used to do all simulations. The reference results are
replots from the results of the three experiments (Sections 5.1 to 5.3).

6.2.1 Effects of low-pass modulation filters on STMIT predictions copy

This section first presents an analysis of the effects of using a single
low-pass modulation filter for the reverberant noisy condition and
for the phase jitter condition. The analysis when a temporal low-pass
modulation filter is used is presented first and then is presented the
analysis when a spectral low-pass modulation filter is used.

temporal modulation low-pass filtering Figure 6.5 shows
the predictions for reverberant noisy speech (top row) and for phase
jitter distorted speech (bottom row), for the unmodified model (first
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column) as well as for simulations where a single low-pass temporal
modulation filter was used; the cutoff frequencies were 2 and 32 Hz
(second and third column, respectively). The irregularity of the curves
for the modified models is due to the smaller number of sentences
used in the simulations.
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Figure 6.5: STMIT predictions for different cutoff frequencies of the temporal
modulation filters for noisy speech distorted by reverberation (top
row) and phase jitter (bottom row). Unmodified model predic-
tions with 17 (34 in total, including positive and negative rates)
temporal modulation filters (first column). And predictions for
single (two in total) low-pass temporal modulation filters with
cutoff frequencies of 2 Hz (middle column) and 32 Hz (right-hand
colum).

In the reverberant condition, the difference between predictions for
short RTs are smaller when using a low cutoff frequency. When the
cutoff frequency is at 32 Hz, differences are only partly restored. Then
RT = 2.3 s, the predictions are slightly flatter in the modified models
than in the reference one. This can be explained by the fact that rever-
beration acts as a low-pass temporal modulation filter, meaning that
the difference between the clean and distorted modulation spectrum
gets larger for increasing modulation frequency. When increasing the
cutoff frequency to 32 Hz, the difference between the clean and noisy
modulation energy increases, thus leading to a decrease in STMIT in
the high-SNR conditions. For low SNRs, it is the intrinsic temporal
modulations of the noise that limit the STMIT.

In the phase jitter condition (bottom row), the STMIT for all cutoff
frequencies and α are similar to the reference case. The predictions
are slightly lower than the reference when the cutoff frequency is
2 Hz. A low cutoff frequency has a very small impact because the



6.2 effects of modulation frequency selectivity on model predictions 43

spectro-temporal modulation magnitudes of the noisy speech stay
proportional to the clean speech magnitudes, independently of the
temporal modulation filter frequency (see Fig. D.6), meaning that they
produce the same STMIT values.

Overall, it appears that, for both distortions, temporal modulation
selectivity has only a small impact on the predictions and is not
essential to predict intelligibility.

spectral modulation low-pass filtering Figure 6.6 shows
the STMIT when varying the spectral modulations filters cutoff fre-
quency. In the reverberant conditions (top row), the modified models
predictions are almost identical to the reference.
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Figure 6.6: STMIT predictions for different cutoff frequencies of the spectral
modulation filters for noisy speech distorted by reverberation (top
row) and phase jitter (bottom row). Unmodified model predictions
with 21 modulation filters (first column). STMIT for single low-pass
spectral modulation filters with cutoff frequencies of 0.25 cyc/oct
(second column) and 8 cyc/oct (third column).

In the phase jitter condition (bottom row) changing the spectral
cutoff frequencies generates the same values for the reference and for
the modified models for α 6 0.125. For α > 0.25, however, a low-pass
spectral modulation filter cutoff frequency of 0.25 cyc/oct renders the
STMIT almost independent of the increase in α (bottom center panel).
Only at SNRs larger than -1 is the STMIT affected by α. As the cutoff
frequency is increased to 8 cyc/oct (bottom right panel), the STMIT for
α > 0.25 decreases with increasing α but never reaches the reference
values.
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The insensibility of the STMIT for low spectral cutoff frequencies can
be explained by the fact that low-scale modulation magnitudes are
not affected by the jitter (c.f. Sec 6.1.2 and Fig. D.5).

Considering the simulation results presented, it could be concluded
that temporal modulation frequency selectivity is not critical: using a
single low-pass temporal filter rather than a bank of band-pass filters
does not affect the STMIT when the distortion is phase jitter and has
only a mild effect for the reverberant condition, for the largest RT.
In contrast, spectral modulation frequency selectivity appears to be
important, especially for the phase jitter distortion.

6.2.2 Effects of limiting the number of band-pass modulation filters on
STMIT predictions

This section presents an analysis of the effects on the predictions,
by changing the number of spectro-temporal modulation filters, for
reverberant noisy speech and phase jitter-distorted speech.

temporal modulation band-pass filtering Figure 6.7 shows
the effect of reducing the number of temporal modulation filters from
17 1/4-octave-spaced filters (from 2 to 32 Hz) to 2 and 5 octave-spaced
filters, all from 2 Hz, for reverberant noisy speech (top row) and noisy
speech distorted by phase jitter (bottom row).

In the noisy reverberant condition, for RTs below 1.3 s, the STMIT

does not change with the number of filters. For RTs of 1.3 s and above,
the predictions of the model with two filters (top, second panel) are
higher by about 0.1 for SNRs larger than 3 dB. When octave spaced
filters are used (top, middle panel), the predictions are essentially
identical to the reference ones. The variations due to the change in the
number of filters are well within the variations due to the simulation
process. The variations are due to the statistic differences between the
sentences, to the random noise added, as well as to the base spectrum
subtraction.

In the phase jitter condition, the predictions are similar, irrespective
of the number of filters. This means that in the case of phase jitter,
very few extra information is provided to the STMIT stage by increasing
the number temporal modulation filters above 4 Hz. It is a conclusion
analogous to the one made when changing the cutoff frequency of the
low-pass temporal modulation filter.

spectral modulation band-pass filtering Figure. 6.8 shows
the STMIT when changing the number of band-pass spectral modula-
tion filters, for the noisy reverberant condition (top row) and for the
phase jitter condition (bottom row). In the unmodified model (first
column), there are 21 1/4-octave-spaced 1/3-octave-wide spectral mod-
ulation filters centered at frequencies between 0.25 and 8 cyc/oct. In
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Figure 6.7: STMIT predictions for different numbers of temporal modulation
filters for noisy speech distorted by reverberation (top row) and
phase jitter (bottom row). Predictions of unmodified model with
17 (34 in total, including positive and negative rates) temporal
filters (first column) as well as predictions with 2 filters centered
at 2 and 4 Hz (middle column) and 5 filters centered at 2, 4, 8, 16,
32 Hz (right column).

the modified models, the filters are octave-spaced and their positions
are varied.

In the reverberant condition, the predictions are almost identical to
the reference when using two low-scale filters, at 0.5 and 1 cyc/oct
(top, second pannel). When the two filter are placed at 4 and 8 cyc/oct
(top, third panel), the STMIT has negative values for low SNRs. Nega-
tive values of STMIT imply that the ratio ||T−N||2

||T ||2
is larger than 1 (c.f.

Eq (3.8)). This indicates that the modulation magnitudes of the noisy
speech are either (1) more than twice as large as the clean speech mod-
ulation magnitudes or (2) have a different sign than the clean speech
modulation magnitude. When using octave-spaced filters, rather than
the reference 1/4-octave-spaced filters, the predictions are the same as
the reference.

Reducing the number of spectral modulation filters when making
predictions on noisy speech distorted by phase jitter (bottom row) had
the same effect as in the case of reverberant noisy speech: predictions
are similar to the reference when the spectral modulations filter bank
starts at low scales, but are lower than the reference when starting
at higher scales. The STMIT has negatives values when the filters are
placed at 4 and 8 cyc/oct. The number of spectral modulation filters
in the cortical model affects the STMIT less than the position of the
spectral center frequencies.
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Figure 6.8: STMIT predictions for different numbers of spectral modulation
filters for noisy speech distorted by reverberation (top row) and
phase jitter (bottom row). Predictions of unmodified model with
21 spectral modulation filters (first column), as well as predictions
with two filters centered at 0.5 and 1 cyc/oct (second column),
two filters centered at 4 and 8 cyc/oct (third column) and six
filters centered at 0.25, 0.5, 1, 2, 4 and 8 cyc/oct (fourth column).

This analysis suggests that temporal modulation selectivity of the
central auditory process is not crucial to predict speech intelligibility
within the framework of the STMIT; a simple temporal low-pass modu-
lation filter would produce results similar to the reference model for
the two distortions studied. The necessary cutoff frequency depends
on the distortion but is in the 2–4 Hz range. Spectral modulation
selectivity, however, does seem to be critical, especially when the dis-
tortion is phase jitter. When using band-pass filters, the number of
filters required is quite low, one or two, as long as they cover the rates
(scales) between 2 and 4 Hz (0.5 and 2 cyc/oct). It is important to
remember that, while the number of modulation filters in one dimen-
sion was reduced, the other dimension still had as many filters as in
the reference model.
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D I S C U S S I O N

In this thesis, the performance of the STMIT was evaluated for three
distortions applied to noisy speech: reverberation, phase jitter and
spectral subtraction. Data from three subjects were gathered for the
phase jitter distortion. The impact of each distortion on the cortical
representation of the auditory model was studied.

The effect of spectro-temporal modulation selectivity on the STMIT

was investigated for two distortions: reverberation and phase jitter.
First, the effect of using either a temporal or spectral low-pass modu-
lation filter and, second, the effects of reducing the number of either
spectral or temporal band-pass modulation filters, were analyzed.

7.1 evaluation of the stmit performance

7.1.1 Reverberation

The STMIT prediction of the reverberation data ∆SRTs was good for RTs

of 0, 0.4 and 0.7 s. For RTs larger than 0.7 s, no ∆SRT could be calculated
on the STMIT predictions, because the curves did not reach 0.5.

Elhilali et al. (2003, Fig. 8C) obtained a good fit between the STMIT

and the data for the noisy reverberant condition. Their conditions, how-
ever, were different: white noise was used instead of speech-shaped
noise, the reverberation impulse response was a Gaussian white noise
with exponentially decaying envelope rather than resulting from a
room-acoustics simulation, the speech material was nonsense sylla-
bles rather than meaningful sentences, and the scoring method was
phonemes rather than words. It is not possible to pinpoint exactly
which of these aspects are responsible for the deviations in the predic-
tions. The different impulse responses might be the culprit, or it might
be that the STMIT, like the STI or the AI, requires different mapping
functions depending on the speech material in order to make accurate
predictions (French and Steinberg, 1947; IEC, 2003). A more detailed
comparison of predictions in both reverberant conditions would have
been possible if enough data to produced psychometric functions had
been available.

7.1.2 Phase Jitter

The STMIT accounts well for the data obtained in the phase jitter
distortion experiment. The predictions follow the same trends as the
data, showing minima when α = {0.5, 1} and a local intelligibility
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maxima when α = 0.75. Unlike the data, the predictions never reach
zero nor one. This could probably be solved by adding some form of
internal noise or threshold to either the auditory model or the STMIT

computation stage.
Elhilali et al. (2003) also obtained a good fit between the STMIT

and the data. In their experiment, the data were obtained by scoring
phonemes rather than words. They did not notice the minima and
local maxima in the intelligibility curve because the resolution of the
α parameter was too coarse.

Considering the cortical representation of the auditory model, it
was found that both the temporal and the spectral modulation dimen-
sions where affected by the phase jitter. The impact was not of the
same magnitude for all rate–scale–frequency combination, but was
noticeable nonetheless.

7.1.3 Spectral subtraction

The STMIT fails to predict the data when spectral subtraction is applied
to noisy speech. The data, from Jørgensen and Dau (2011), as well
as results by Boll (1979) and Sarampalis et al. (2009), showed that
intelligibility decreases when the over-subtraction factor increases. In
other words, spectral subtraction worsens intelligibility. In contrast,
the STMIT, like the sSTI (Jørgensen and Dau, 2011), predicts that the
intelligibility increases with the over-subtraction factor, i.e. that spectral
subtraction improves intelligibility.

The STMIT fails in this condition because it looks at the reduction
in spectro-temporal modulation energy. In this case, the difference
between the clean and noisy modulation spectra decreases while the
distortion parameter increases, as if more of the spectro-temporal
modulation content was preserved through the processing.

The fact that the STMIT fails does not imply that the spectro-temporal
modulation filter processing is inappropriate. It does suggest, however,
that the STMIT metric might not be suitable to predict intelligibility
in this condition, as well as probably in other conditions where the
modulation content increases with an increasing distortion factor. It
could be attempted to use other metrics on the cortical representa-
tion, in order to produce correct predictions for spectral subtraction.
Goldsworthy and Greenberg (2004) proposed a number of alternate
metrics for the speech-based STI that could possibly be adapted to the
current model. All of these metrics consider that the model has as its
input the clean and the noisy speech.

7.2 necessity of the spectro-temporal cortical filters

It can be seen in the modulation magnitude figures of Sec. 6.1, as
well as in Appendix D, that each distortion affects both the spectral
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and the temporal modulation domains. The salience of the effect is
dependent on the rate–scale–frequency combination, but the impact is
always observable in both modulation dimensions. It is important to
note that the spectral, or temporal, modulation magnitude plots are
not a “one-dimension” analysis, because they still consider the joint
spectro-temporal modulations. The distortions have thys inherently
an impact on both domains, and on both types of figures.

The temporal and spectral modulation selectivity assumed in the
model was reduced by replacing one of the modulation filter banks
by a single low-pass filter, while keeping the selectivity in the other
modulation dimension. A high cutoff frequency of the modulation
filter corresponds to no selectivity to the corresponding modulations.
For example, setting a high spectral cutoff frequency on the spectral
modulation filters is equivalent to using only temporal modulation
filters.

It was found that replacing the temporal filter bank by a temporal
low-pass filter with a cutoff frequency as low as 2 Hz did not affect
the STMIT predictions, neither for the noisy reverberant condition nor
for the phase jitter applied to noisy speech condition. Replacing the
spectral modulation filter bank by a single spectral low-pass filter
at 8 cyc/oct did not affect the predictions for the noisy reverberant
condition, but did affect the predictions for the phase jitter condition
when values of α larger than 0.25 were considered. This suggests
that in the framework of the STMIT, temporal modulation frequency
selectivity is not necessary but some form of spectral modulation
selectivity is required.

This observation seems contradictory to the fact that the STI, which
uses temporal modulation filters, can predict intelligibility for some
distortion conditions, similarly to the STMIT. Elhilali et al. (2003) showed
that the STI was insensitive to the phase jitter and predicted a constant
100 % intelligibility. The good performance of the STMIT with such
a distortion is an argument toward the necessity of using the joint
spectro-temporal modulations to predict intelligibility. It is hypothe-
sized, however, that the STI cannot predict intelligibility for phase jitter,
not because it considers temporal modulation only, but because of the
way it is computed. The STI probe signals are modulated with the same
rate at all audio frequencies, such that the envelope of each individual
audio-frequency band is the same as the envelope of the signal. It has
been seen that phase jitter affects the temporal modulations (Fig. 2.7)
but not the temporal envelope of the signal. If the probe had different
modulation frequencies in all audio-frequency bands, such as is one
of the speech-based STI variations, the STI would probably be sensi-
tive to the effect of the jitter and could account for phase jitter. This
suggests that having appropriate inputs to the models is crucial and
that it could be possible to predict intelligibility using only temporal
modulation filters.
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Similar to what Houtgast et al. (1980, p. 63) mentioned about the
possibility of reducing the number of temporal modulation filters
in the STI without affecting predictions, the STMIT predictions did
not vary when reducing the number of modulation filters in a given
dimension, as long as they covered the correct frequency range. The
number of modulation filters in the other dimension was kept as
in the unmodified model. For both modulation dimensions, using
octave-spaced instead of 1/4-octave spaced filters did not affect the
predictions. It is hypothesized that the number of modulation filters in
a given dimension could be reduced without impacting the predictions
because of how close to each other they were in the unmodified model.
The outputs of neighboring filters are probably strongly correlated,
such that reducing the number of filter simply reduces the amount of
redundant information. The number of modulation filters could be
reduced to two in a given dimension (at 2 and 4 Hz, and at 0.5 and
1 cyc/oct) without noticeable impact on the predictions. These rate
and scale bands are where most of modulation energy is for a given
audio-frequency band. It is also in these bands that the effects of the
distortions are the most pronounced.

Placing two spectral filters at higher scales (4 and 8 cyc/oct) resulted
in negative values of STMIT. It was observed that at these scales, the
modulation magnitudes of both clean and noisy speech are very small
and often have opposite signs, resulting in a negative STMIT. The
difference in size between low and high rates or scales is a property of
the speech signal, but also of the model. The decrease in the outputs at
high scales is due to the finite bandwidth of the cochlear filters. When
spectral peaks become close, they become unresolved by the cochlear
filters. Based on this explanation, the upper limits of the temporal and
spectral filters are inversely related through the effective bandwidth
of the cochlear filters (Chi et al., 2005). This means that the auditory
process model, thus the STMIT, has an implicit weighting of scale, rate
and frequency.

Since the STMIT failed for one of the conditions, it could be tried to
apply the SNRenv metric, from the sEPSM (Jørgensen and Dau, 2011),
to the cortical representation. In the sEPSM, the model has the noisy
speech and the noise at its input; it has access to an estimate of the
noise, rather than access to the clean signal.

To show how the sEPSM performs with regard to the conditions stud-
ied, its predictions are shown side by side with the STMIT predictions
and the data in Fig 7.1. The conditions for the sEPSM simulations were
as follow: 150 sentences from the CLUE material, 144 sentences from
the DANTALE II material and 100 single words from the DANTALE
material were used, the noise duration was set to the same duration
as the speech stimuli. All distortions were applied in the same way as
in this study.
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Figure 7.1: Comparison between intelligibility predictions by the sEPSM
(filled squares) and the STMIT (gray circles), and data (empty
squares). The figure shows the ∆SRTs for the noisy speech in the
reverberant condition (left), distorted by phase jitter (center) and
processed by spectral subtraction (right). The vertical bars repre-
sent one standard deviation. The data and the sEPSM predictions
for the reverberant and spectral subtraction conditions are from
(Jørgensen and Dau, 2011). The sEPSM predictions for the phase
jitter conditions are unpublished.

The left-hand panel shows ∆SRTs the reverberant condition. The
sEPSM predicts the data almost exactly for all RTs. The STMIT makes
good predictions for RTs below 1.3 s but could not produce a ∆SRT for
longer RTs.

The center panel shows the ∆SRTs for the phase jitter condition. The
sEPSM could produce ∆SRTs for α = {0, 0.125} only. The STMIT could
produce good fitting ∆SRT predictions up to α = 0.25. Both model fail
to predict a ∆SRT for larger values of α.

The right panel shows the ∆SRTs for the spectral subtraction condi-
tion. The sEPSM makes accurate predictions and follows the trend of
the data: ∆SRTs increase with the over-subtraction factor κ, i.e. intel-
ligibility decreases with increasing values κ. The STMIT predicts the
opposite trend, it predicts that intelligibility increases with κ.

Figure 7.2 shows the predictions for the phase jitter condition in
more details. It can be seen that although no ∆SRTs could be produced
for α > 0.25, the sEPSM accounts fairly well the data. The reasons why
no minima occur at α = {0.5, 1} will be further investigated.

For the first two distortions, both model have good or excellent
agreement with the data. Yet, the sEPSM only considers a subset of
the modulations the STMIT considers. This comparison suggests that
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Figure 7.2: Comparison of the sEPSM, the STMIT and data for the phase jitter
experiment, as a function of α, with the SNR as the parameter.

the combination of the spectro-temporal modulation might not be
necessary to predict intelligibility. As for the third distortion, it does
not lead to conclusions about the spectro-temporal modulation filters,
but rather about the fact the STMIT metric is not suited to predict
intelligibility for speech processed by spectral subtraction.
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S U M M A RY A N D C O N C L U S I O N S

The speech-based spectro-temporal modulation index (STMIT) was
evaluated by comparing predictions with data for three conditions: (i)
reverberant noisy speech, (ii) noisy speech distorted by phase jitter,
and (iii) noisy speech processed by spectral subtraction. In the first
and third conditions, predictions were compared to ∆SRT data. In the
second conditions, psychometric functions were compared.

The STMIT predictions exhibited decent agreement with the data
in the noisy reverberant condition, but the differences to similar ex-
periment suggest that the STMIT might require different prediction-to-
intelligibility mapping functions depending on the speech material.
The model accounted well for phase jitter and predicted all tendencies
in the data. The STMIT failed in the spectral subtraction condition,
predicting an increase in intelligibility with increased over-subtraction
factor. The analysis of the model revealed that the spectral subtraction
process increased the spectro-temporal modulation energy, which lead
to an increase in predicted intelligibility.

Examination of the internal representation of the auditory process
model showed that phase jitter affected both spectral and temporal
modulation domains. Predictions by the sEPSM showed that it was
possible to account for such a distortion by considering only the
temporal modulation domain, which lead to the hypothesis that the
speech-based speech transmission index (sSTI) could be able to account
for phase jitter as well.

It was showed that, in the framework of the STMIT, some degree of
spectral modulation selectivity was necessary, but temporal modula-
tion frequency selectivity was not. It was also demonstrated that the
spacing between modulation filters could be increased to one octave
without affecting the predictions.

It was shown that spectro-temporal modulation filters might not be
crucial to predict intelligibility and that the STMIT metric was not suited
to predict intelligibility for speech processed by spectral subtraction.
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A
T H E H I L B E RT T R A N S F O R M A N D E N V E L O P E
E X T R A C T I O N

The Hilbert transform is a linear operator which transforms function
f(t) into f̂(t) within the same domain. The Hilbert transform is defined
as:

f̂(t) =
1

π

∫+∞
−∞

f(τ)

t− τ
dτ. (A.1)

It can be used to produce the so-called analytical signal, z(t), i.e. a
signal with no negative spectrum. The analytical signal of signal s(t)
is

z(t) = s(t) + jŝ(t), (A.2)

where ŝ(t) is the Hilbert transform of s(t).
The Hilbert envelope, senv(t), of signal s(t), is the magnitude of the

analytical signal:

senv(t) = |z(t)| =
√
s2(t) + ŝ2(t). (A.3)
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B
T H E S T M IT ALGORITHM

Algorithm 1 exposes the process to compute the STMIT from a series of
sentences stored in audio files. It is a slightly modified version of the
algorithm from Elhilali (2004), where the speech is in a long stream
which is split in smaller two-second long pieces.

Algorithm 1 Algorithm for the computation of the STMIT (Elhilali,
2004).

1: for file in files do
2: x← read(file)
3: x← (x− µx)/σx (normalize signal)
4: x0 ← make-base-signal(x)
5: y← auditory-spectrogram(x)
6: y0 ← auditory-spectrogram(x0)
7: r← cortical-filtering(y)
8: r0 ← cortical-filtering(y0)
9: rsf← average-over-time(r)

10: rsf0 ← average-over-time(r0)
11: T ← rsf− rsf0
12: for distortion-condition in all-distortion-conditions do
13: xn ← apply-distortion(x, distortion-condition)
14: xn ← (xn − µxn)/σxn

15: yn0 ← auditory-spectrogram(xn0)
16: rn ← cortical-filtering(yn)
17: rn0 ← cortical-filtering(yn0)
18: rsfn ← average-over-time(rn)
19: rsfn0 ← average-over-time(rn0)
20: N← rsfn − rsfn0

21: STMIT ← 1− ||T −N||2/||T ||2

22: end for
23: end for
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C
A U D I O G R A M S O F S U B J E C T S F O R P H A S E J I T T E R
E X P E R I M E N T

The audiograms for the three test subjects who participated to this
thesis are show in Fig. C.1. All subjects are considered to have normal
hearing.
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Figure C.1: Pure tone audiograms of the three test-subjects who participated
in the phase jitter experiment.
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D
M O D U L AT I O N M A G N I T U D E F I G U R E S

Figures D.1 to D.8 show temporal and spectral modulation magnitudes
for the distortion studied in this thesis. The rate–scales–frequency
combinations are:

• rates: ω = {2, 4, 8, 16, 32} Hz;

• scales: Ω = {0.25, 0.5, 1, 2, 4, 8} cyc/oct;

• and frequencies: f = {0.5, 1, 2} kHz.

The distortions are:

• speech-shaped noise only: Figs. D.1 (temporal) and D.2 (spec-
tral);

• reverberation in combination with speech-shaped noise (9 dB SNR):
Figs. D.3 (temporal) and D.4 (spectral);

• phase jitter and speech-shaped noise: Figs. D.5 (temporal) and
D.6 (spectral);

• spectral subtraction applied on speech-shaped noise corrupted
speech: Figs. D.7 (temporal) and D.8 (spectral).

67



68 bibliography

 

 

R
ates

[H
z]

Modulation Magnitude

9
d

B
1

d
B

-7
d

B
clean

S
c

=
0.25

c/
o

f
=

0.5
k

H
z

S
c

=
8

c/
o

f
=

2
k

H
z

S
c

=
4

c/
o

f
=

2
k

H
z

S
c

=
2

c/
o

f
=

2
k

H
z

S
c

=
1

c/
o

f
=

2
k

H
z

S
c

=
0.5

c/
o

f
=

2
k

H
z

S
c

=
0.25

c/
o

f
=

2
k

H
z

S
c

=
8

c/
o

f
=

1
k

H
z

S
c

=
4

c/
o

f
=

1
k

H
z

S
c

=
2

c/
o

f
=

1
k

H
z

S
c

=
1

c/
o

f
=

1
k

H
z

S
c

=
0.5

c/
o

f
=

1
k

H
z

S
c

=
0.25

c/
o

f
=

1
k

H
z

S
c

=
8

c/
o

f
=

0.5
k

H
z

S
c

=
4

c/
o

f
=

0.5
k

H
z

S
c

=
2

c/
o

f
=

0.5
k

H
z

S
c

=
1

c/
o

f
=

0.5
k

H
z

S
c

=
0.5

c/
o

f
=

0.5
k

H
z

−
3
2
−
8
−
2

2
8

3
2

−
3
2
−
8
−
2

2
8

3
2

−
3
2
−
8
−
2

2
8

3
2

−
3
2
−
8
−
2

2
8

3
2

−
3
2
−
8
−
2

2
8

3
2

−
3
2
−
8
−
2

2
8

3
2

−
0.0

5 0

0.0
5

0.1

0.1
5

0.2

−
0.0

5 0

0.0
5

0.1

0.1
5

0.2
−
0.0

5 0

0.0
5

0.1

0.1
5

0.2

Figure D.1: Temporal modulation magnitudes: speech-shaped noise only. Temporal
modulation magnitudes for combinations of octave-spaced scales,
in the range Ω = [0.25, 8] cyc/oct, and for audio-frequency bands
0.5, 1 and 2 kHz.
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Figure D.2: Spectral modulation magnitudes: speech-shaped noise only. Spectral
modulation magnitudes for combinations of octave-spaced posi-
tive rates, in the range ω = [2, 32] Hz, and for audio-frequency
bands 0.5, 1 and 2 kHz.
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Figure D.3: Temporal modulation magnitudes: reverberation. Temporal modula-
tion magnitudes for combinations of octave-spaced scales, in the
range Ω = [0.25, 8] cyc/oct, and for audio-frequency bands 0.5, 1
and 2 kHz.
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Figure D.4: Spectral modulation magnitudes: reverberation. Spectral modulation
magnitudes for combinations of octave-spaced positive rates, in
the range ω = [2, 32] Hz, and for audio-frequency bands 0.5, 1
and 2 kHz.
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Figure D.5: Temporal modulation magnitudes: phase jitter. Temporal modulation
magnitudes for combinations of octave-spaced scales, for the
range Ω = [0.25, 8] cyc/oct, and for audio-frequency bands 0.5, 1
and 2 kHz.
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Figure D.6: Spectral modulation magnitudes: phase jitter. Spectral modulation
magnitudes for combinations of octave-spaced positive rates, in
the range ω = [2, 32] Hz, and for audio-frequency bands 0.5, 1
and 2 kHz.
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Figure D.7: Temporal modulation magnitudes: spectral subtraction. Temporal
modulation magnitudes for combinations of octave-spaced scales,
in the range Ω = [0.25, 8] cyc/oct, and for audio-frequency bands
0.5, 1 and 2 kHz.
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Figure D.8: Spectral modulation magnitudes: spectral subtraction. Spectral mod-
ulation magnitudes for combinations of octave-spaced positive
rates, in the range ω = [2, 32] Hz, and for audio-frequency bands
0.5, 1 and 2 kHz.
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